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Abstract—We argue in favour of a set of particular tools and 
approaches to help achieve accountability in cloud computing. 
Our concern is helping cloud providers achieve their security 
goals and meeting their customers’ security and privacy 
requirements. The techniques we propose in particular include: 
natural-language analysis (of legislative and regulatory texts, and 
corporate security rulebooks) and extraction of enforceable rules, 
use of sticky policies, automated policy enforcement and active 
monitoring of data, particularly in cloud environments. This is a 
position paper reporting our initial thinking and current 
progress. 
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I. INTRODUCTION 

For cloud services to be adopted on a wide scale by 
businesses and individuals, it is necessary for vendors to 
provide adequate security and privacy controls for the data 
stored in their systems. In order to ensure compliance with 
applicable law and standards, and adherence to particular 
customer requirements (e.g. “Certain types of data should not 
be stored beyond the national boundaries of Canada or in a 
public cloud”), vendors need to constantly monitor access and 
use of their infrastructure and protect against an increasing 
number of threats. The challenge of accountability is a central 
concern for vendors, and meeting this challenge means being 
able to trace the location, flows, instances and accesses of the 
data stored in their infrastructure. 

There is currently no widely accepted methodology or 
toolset for technically achieving accountability in cloud 
computing, with potential solutions being heavily dependent 
on the particular platform and virtualization technology used 
by a vendor. What is clear is that a variety of mechanisms 
need to be put into place to protect against data leakage and to 
enforce legislation and other related restrictions on the storage 
and transfer of data, especially across national borders. 

Our objective is to identify automated means for cloud 
service providers to provide accountability with regards to 
their data governance practices. In the context of this paper 
accountability is understood as the goal of preventing harm to 
a cloud provider's customers by enforcing adequate 
protections on these customers' data, and having available 
effective reporting and auditing mechanisms. 

While accountability in the broadest sense can be 
guaranteed only through a combination of law, regulation and 
technical enforcement mechanisms (e.g. in the context of 
privacy [23], such mechanisms are Privacy Enhancing 
Technologies), our focus is on the technical aspects. As stated 
in the introduction, what is practically required for a cloud 
provider to be accountable is, among other things, a set of 
tools to track the location, flows, and accesses of its 
customers' data. As we shall see, this capability allows a 
provider to  demonstrate compliance to the law and adherence 
to all relevant regulations and other restrictions. More 
importantly, this capability allows any instances of non-
compliance to be detected effectively, so that suitable 
corrective action can be taken. 

Of course, the capability to provide and demonstrate 
compliance needs to be founded on privacy law and secured 
based on best practices and industry standards. Any platform 
to provide accountability needs to be secured so that it cannot 
be exploited by attackers. 

II. METHODOLOGY 

We argue that it is possible to automate processes required 
to ensure that a provider is accountable, although we recognise 
the difficulty of mapping and linking legal and regulatory 
requirements - which are high-level and expressed in natural 
language - to technically enforceable policies on particular 
data items. 

Key techniques that can be used to achieve a significant 
degree of automation include: 

 
 natural-language analysis, in particular, extraction of 

policy rules from legislative and regulatory texts and 
corporate rulebooks; these rules should be represented in a 
form that can be interpreted by a technical enforcement 
mechanism (esp. a Policy Enforcement Point or PEP), but 
possibly also so that they can be incorporated into a 
compliance checker of information governance software 
(cf. Governance/Risk Management/Compliance (GRC) 
Platforms, widely used in industry). It is usually hard for 
humans to capture these policies (or the relevant part of 
them) and translate them into manageable/enforceable 
constraints. This mapping is highly error prone. Natural-
language analysis aims at supporting the creation of 



machine enforceable rules. It should be noted here that no 
natural-language processing system can operate with 100% 
accuracy, but use of such systems can help to reduce 
significantly the overall amount of human intervention in 
the process of policy creation and management. 

 use of sticky policies: by strongly binding policies to the 
data they are associated with, it is easier for providers to 
control accesses to data within their cloud infrastructure 
and there is no need for a central policy repository. From 
the point of view of automating accountability, the use of 
sticky policies is a very useful technique. Sticky policies 
provide a means of data encryption, since the data which a 
policy is bound to cannot be accessed unless that policy is 
complied with. See references [30,33] for more details. 

 automated policy enforcement: the deployment of 
control points throughout a cloud provider's infrastructure 
where policy rules can automatically be enforced, and 
human users only notified in case of failure or error is 
essential. We refer to the following current and future HP 
Labs European and TSB research projects for more related 
work on policy enforcement: EnCoRe 1 , Information 
Stewardship in the Cloud [35], and TrustDomains2. 

 active monitoring for compliance: we believe that it is 
fundamental for cloud providers to have in their 
infrastructure mechanisms for automatically detecting 
compliance problems and potential sources of such 
problems. It is possible to formulate and regularly check 
system invariants corresponding to conditions that should 
never occur at certain end points, such as links between a 
provider's data centres, and particularly cross-border links. 
An example of such monitoring mechanism can be found 
in the TrustCloud project [23].  

In the following sections, we survey related work on 
extraction of rules from privacy texts; first, we will report 
some progress on analysing cloud service-level agreements 
and associated privacy rules using natural-language processing 
tools. 

III. PLATFORMS AND TOOLS FOR NATURAL-LANGUAGE 

ANALYSIS OF CLOUD SLAS AND POLICY RULES 

A number of libraries and tools exist that facilitate the 
parsing and extraction of information from natural-language 
texts, provided one is willing to design a suitable grammar for 
the sentences of interest; our recent work has involved 
identifying common sentence structures in cloud service level 
agreements and also in privacy rulebooks used within 
enterprises. The essential characteristic of such documents is 
the prescriptive style in which they are written. For instance, 
one can extract simple rules from sentences that contain verbs 
issuing commands (cf. the sample sentence “Personal 
identifiers must be anonymised prior to export.”). For these 
tasks we have been investigating the use of the Natural 
Language Toolkit (NLTK) [5], the use of definite-clause 
grammars in Prolog, and the GATE natural-language 
processing system [17]. The choice of these tools and 
techniques is justified by the amount of previous work that has 

                                                            
1 See http://www.encore-project.info. 

2 See http://www.cs.ox.ac.uk/projects/TDoms/. 

been done for similar applications in security and privacy rule 
extraction in other fields, as surveyed in the next few sections. 

IV. KNOWLEDGE EXTRACTION FROM TEXTS AND LEARNING 

Antón and a number of different collaborators (see 
[1,7,8,9,21]) have used textual mining techniques to analyze 
privacy policies and a number of different privacy and 
privacy-related regulations. For example, in [1] the authors 
focus on privacy policies from financial institutions which 
claim to be compliant with the Gramm-Leach-Bliley Act 
(GLBA). Papers [1] and [7] refer to PGMT, which is a tool for 
representing and analyzing rules arising in privacy regulations 
as restricted natural-language statements. In [21] the authors 
discuss the extraction of structured rules from source texts 
using an NLP platform called Cerno.  

In [9] Breaux, Anton and Vail use their approach of 
semantic parameterization  to represent the US HIPAA 
(Health Insurance Portability and Accountability Act) Privacy 
Rule as a set of restricted natural-language statements, 
classified as rights, constraints or obligations. They identify 
standard phrases appearing in the legislative document, and 
note the frequency of their occurrence and the corresponding 
modality (right/obligation/interdiction etc.). They also discuss 
how to handle ambiguities. This work is extended further in 
[8], where the authors develop a detailed classification of 
constraints and introduce means of handling complex cross-
references arising in the legal text of the HIPAA. 

Delannoy et al. [19] combine a template-matching 
technique with machine learning in order to match rules from 
the Canadian 1991 tax guide with text describing case studies 
of particular individuals; this approach in principle allows one 
to see which tax rules apply in a given situation. The paper 
describes an architecture and tool called MaLTe, which is 
capable of learning how to apply rules to different input texts. 
Delisle et al. [20] describe in detail a framework for extracting 
meaning from the structure of technical documents. Their 
approach is relevant to the analysis of prescriptive texts in that 
they assume that input documents are highly structured and 
somewhat predictable. The authors propose a number of 
techniques for identifying patterns in texts and converting 
sentences to Horn clauses. The Horn clauses represent 
knowledge about the domain in question; through the use of 
machine learning techniques, this knowledge is extended and 
refined as more documents are supplied. 

Stamey and Rossi [36] use singular-value decomposition 
and latent semantic analysis techniques to analyze privacy 
policy texts. They identify commonly occurring topics and key 
terms and their relations. They are also able to detect similar 
word meanings; the strength of their approach is that they are 
able to pick out ambiguities in privacy policies and make them 
visible to the user. The tool Hermes developed by the authors 
allows automated analysis of an entire privacy policy text, 
outputting an overall ranking of the policy (when compared to 
a reference text). 

We are also aware of much work on knowledge extraction 
from legislation [4,6,11,14,18]. Due to space limitations we 
will not expand on this further. 



V. SEMANTIC MODELS AND REPRESENTATIONS 

Waterman [24] develops a simple table-based 
representation of particular laws. This author demonstrates a 
so-called ‘intermediate isomorphic representation’ of a rule 
from the US Privacy Act, and similarly for a rule from the 
Massachusetts Criminal Offender Records Law. The key idea 
here is to use a structured representation that can be mapped 
directly back to the original legal text and to corresponding 
computer code. The representation still uses natural language, 
but with additional logical structure. The additional structure 
helps to separate out actors, verbs, context and particular 
constraints that exist in the legal text (and which are often 
implied or included indirectly with the use of cross-
references).  

The framework proposed by Barth, Datta, Mitchell and 
Nissenbaum [2] comprises a formal model which is used to 
express and reason about norms of transmission of personal 
information. This work does not involve automatically 
analyzing text, but does provide a formalism for manually 
representing notions of privacy found in legislation – 
particularly in the texts of HIPAA, COPPA and GLBA. The 
formal model provides notations for defining sets of agents 
communicating via messages, with particular roles, in 
specified contexts; linear temporal logic, with a past operator, 
allows one to express properties that the agent behaviours 
should satisfy. Policy compliance is formally defined in terms 
of this model. Although the authors assume that their 
formalism is for a human user, we envisage the possibility that 
using natural-language analysis it should be possible to extract 
from texts some privacy rules expressed in this formalism. 

May, Gunter and Lee [25] define a semantic model for 
expressing privacy properties, and apply it to the HIPAA 
Privacy Rule; it is based on a classical access control model 
used in operating system design. The authors translate the 
legal text into a structured format that uses the commands in 
the proposed access control model to express rules. The paper 
does not restrict itself to representation; once the legal rules 
have been formally expressed, the authors use a model 
checker to automatically reason about the consistency of the 
generated rules; they demonstrate subtle differences between 
the year 2000 and year 2003 versions of the HIPAA Privacy 
Rule. 

It is clear that a uniform, consistent, formal representation 
of privacy knowledge and privacy rules in particular is useful 
for automated reasoning about privacy issues. We are keen to 
make use of existing formal representations of privacy rules 
when performing natural-language analysis of privacy-related 
texts, since the usefulness of such representations has already 
been demonstrated for complex texts, particularly American 
privacy legislation. 

VI. POLICY ENFORCEMENT AND COMPLIANCE 

To our best knowledge, we are not aware of any previous 
work that addresses the whole lifecycle of natural-language 
analysis of privacy texts with the goal of enforcing suitable 
rules, e.g. in an enterprise setting (although the EU 
CONSEQUENCE project does take an holistic approach it 
does not involve natural-language analysis).  As stated in the 
Introduction, achieving compliance with privacy legislation 

and regulations is a central concern in enterprises, and means 
of automating compliance are highly desirable. Since new 
privacy rules are almost exclusively expressed using natural-
language, means of automatically analyzing the appropriate 
texts and extracting rules from them necessary – the resulting 
rules can then be incorporated into existing enterprise rule-
bases, such as those used in GRC platforms. We mention here 
some work on automated policy enforcement and compliance, 
which has so far been developed separately and independently 
of any consideration of automated knowledge and rule 
extraction. 

The EnCoRe research project [37] is developing a platform 
for expressing and enforcing privacy preferences for personal 
data; recent case studies include a system for managing data 
held within an enterprise’s HR systems, and health data stored 
about individuals and tissue samples in a biobank. Through 
the use of a suitable policy enforcement architecture, legal and 
regulatory privacy rules, along with individuals’ privacy 
preferences, can be automatically enforced so that 
unauthorized and/or unsuitable access to data is prevented. In 
[15] we proposed a simple conceptual model for representing 
privacy rules, which can be directly mapped to technically 
enforceable access control policies (expressed e.g. using 
XACML).  

In [31] Pearson et al. propose a tool for providing decision 
support with regards to privacy-sensitive projects that arise in 
an enterprise. Decision support systems are built on 
knowledge bases with rich sets of rules, and the process of 
translating legal texts, regulations and corporate guidelines 
into technically enforceable rules is complex and laborious. 
For this reason a conceptual model is a useful aid. 

We believe there is scope for integration of several of the 
different approaches described so far into a natural-language 
processing pipeline, which can be integrated with technical 
enforcement mechanisms to achieve compliance for privacy: 
this starts with the initial task of analyzing natural-language 
privacy texts, to the extraction of formalized rules and their 
automatic enforcement. We are working on developing tools 
for automating privacy in cloud computing and, for this, 
natural-language analysis of provider SLAs, international laws 
and regulations will need to be combined with suitable 
enforcement methods such as distributed access control [3], 
sticky policies and policy-based obfuscation [27]. 

VII. CONCLUSIONS 

We believe that it is beneficial and possible for cloud 
service providers to automate a number of tasks related to the 
requirement of accountability. We have identified some 
specific techniques, namely: natural-language analysis of law, 
regulation and corporate guidelines on security and privacy of 
customer data in order to generate technically enforceable 
policies; use of sticky policies to achieve a strong binding 
between data and the stipulations that apply to the use and 
dissemination of that data; and active monitoring of a cloud 
provider's infrastructure to detect potential compliance 
problems. More in-depth analyses of ways to achieve 
accountability in the cloud are available in some of our 
previous work (see also [22, 23, 29, 30, 32-33]). 



We are actively working on the development of all these 
techniques which, combined with the deployment of technical 
policy enforcement mechanisms in a cloud provider's 
infrastructure, can help achieve accountability, which is a 
major concern in cloud computing today. 
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